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Abstract

The Unmanned Space Vehicle Cost Model, Seventh Edition (USCM7) cost estimating relationships (CERs) have been widely used to estimate the costs of space satellites.  Their corresponding statistics are also used as cost estimating methodologies for cost risk analysis.  In a paper published at the 2001 SCEA symposium (Reference 1), Raymond P. Covert reported numerous high correlation coefficients (i.e., Pearson’s correlation coefficient > 0.85) for the subsystem-level CERs.  We were very interested in these results, but were unsuccessful in our efforts to validate them.  Based upon our analysis, we believe that correlations between the CER uncertainties are a function of the structure of the project; they are not discoverable through the historical database.

 
We have revisited these high correlation coefficients using a different analytic method that is more pertinent to the calculation of correlation coefficients for USCM7 CERs:  we did not include in the calculation data points that had been excluded from CER development and we used percentage errors.  Different approaches often lead to different conclusions; none of the high correlation coefficients cited in Reference 1 are found with this revised method. 

 
We have also used this method to calculate the correlation coefficients for the USCM8 subsystem-level CERs.  No discernible sample correlations are found in this study either.  Detailed analysis of the sample correlation coefficients is provided in the paper as well as the author’s recommended approach.

 
Tecolote’s risk analysis tool, ACE/RI$K, is also discussed to aid in explaining some important aspects of risk analysis.
INTRODUCTION

Correlation assessment between the work breakdown structure (WBS) elements has been a very interesting topic in cost risk analysis.  Raymond P. Covert’s paper entitled “Correlation Coefficients for Spacecraft Subsystems from the USCM7 Database,” published at the 2001 SCEA symposium has stimulated much discussion (see Reference 1).  The USCM development team has been speculating as well about the hypothetical correlations between these CER uncertainties:  we think this information might be useful to capture the total estimating uncertainty of a space vehicle.

If CERs are used as cost estimating methodologies, then most of the “functional correlations” (relationships between cost elements from the hypothesized equations) in the WBS are already captured by these equations.  So the issue is, are there any remaining uncertainties (after factoring out CERs) that are still significant to the risk outcomes?  If so, then we need to address these remaining correlations in the cost risk analysis.  Looking at the USCM7 database to derive any possible correlations unaccounted for between the USCM7 CERs is an analytic approach.

According to Reference 1, there were quite a few USCM7 CERs with high correlation coefficients (i.e., Pearson’s correlation coefficient > 0.85) between CER uncertainties.  The correlation numbers listed on page 11 of Reference 1 seemed extraordinarily high to us, especially those approaching one, such as 0.98 and 0.97.  (See Table III for a listing of high correlations in Reference 1.)  We wondered if there were any good engineering reasons to believe that the remaining noise for the apogee kick motor (AKM) T1 CER was almost perfectly correlated with the noise for the attitude determination and control system (ADCS) nonrecurring CER.  Similarly, could we conclude the existence of high correlation for the remaining uncertainties between program-level and communication nonrecurring costs?  

We calculated correlation coefficients between the uncertainties of the subsystem-level CERs that are noted with high correlations as given in Reference 1.  However, the correlation numbers that we derived are very different from the ones listed in Reference 1.  We believe the differences are due to the following: (1) different data points were selected in the computation of correlation coefficients and (2) different types of errors were considered in the formula for correlation coefficients between his analysis and ours.
Topic Summary

In the following sections we will address these topics:

· An Analytic Method to Analyze Correlation Between CER Noise Terms

· Cost Risk Analysis

· High Correlations Between CER Uncertainties in Reference 1—Revised

· USCM8 Correlation Coefficients

· Conclusions

AN ANALYTIC METHOD TO ANALYZE CORRELATIONS BETWEEN 

CER NOISE TERMS

There are two important elements when analyzing correlation coefficients: paired observations and the specific error form.  We will begin the discussion by introducing the characteristics of the USCM database.

Data Point Selection for Computing Correlations

We should not use the entire database to analyze correlation coefficients.  There were 26 observations noted for USCM7 subsystem-level CERs in Reference 1.  Although there were 26 satellite programs in the USCM7 database, all 26 were not used in each subsystem-level CER.  Application Technology Satellite (ATS) F was excluded from all USCM7 CERs due to incomplete cost data.  And some satellites simply had no costs for a particular subsystem.  For example, there were no communication costs identified for the Atmospheric Explorer (AE), the Combined Release and Radiation Effects Satellite (CRRES), P78-1, P78-2, P72-2, the Orbiting Solar Observatory (OSO), S3, or the Defense Meteorological Satellite Program (DMSP) 5-D1, DMSP 5-D2, DMSP 5-D3, etc., because these satellites did not have a communication payload.  The Defense Satellite Communications System (DSCS), Defense Support Program (DSP), DMSP, AE, OSO, and the Synchronous Meteorological Satellite (SMS) did not have an AKM, and the Global Positioning System (GPS) 9-11 and CRRES AKMs were government-furnished equipment (GFE), so these programs were not used in the AKM equation.  In addition, specific programs were chosen for developing the T1 and nonrecurring CERs, as appropriate.  For example, the follow-on production satellites, DSCS 4-7, DSCS 8-14, DMSP 5-D2, DSP 5-12, DSP 18-22, Fleet Satellite Communications System (FLTSATCOM) 6-8, GPS 9-11, and GPS 13-40 were not used in the nonrecurring CERs.  Similarly, the development program DSCS A was not relevant for the T1 CER.  Further, certain data points had program peculiarity for a subsystem, so they were excluded from that particular CER.  For example, CRRES was deleted from the telemetry, tracking, and command (TT&C) nonrecurring cost CER because the costs did not represent a full design effort.  Further examples of these exclusions and exceptions are detailed in the USCM7 documentation (Reference 3).

The key question is, how should we apply the correlation formula to the data points?  In our opinion, we should only calculate the correlation for the points used in the CERs rather than the entire database.  If the calculation is done for the entire database, the result could be very misleading.  
The USCM database consists of military, National Aeronautics and Space Administration (NASA), and commercial satellite programs.  P78-1, P78-2, P72-2, and S3 are identified as Space Test Programs (STPs).  STPs are typically produced under a low cost philosophy.  They are characterized by a smaller physical size, maximum use of existing hardware, and a smaller business base.  The design life for the STP vehicles is also very short, from 6 to 18 months.  Typically the nonrecurring costs for these programs do not represent a full-up design effort, and the recurring costs do not represent a full-up manufacturing effort.
AE, OSO, and CRRES were considered experimental satellites.  In some cases, the costs for these programs appeared to behave similarly to STPs, so we developed a separate CER for estimating STPs and experimental programs.  If no CER could be identified, the average and standard deviation measures would be addressed.  We also considered including them into the primary USCM equations by using dummy variables, if suitable.  If dummy variables are founded on good logic and solid technical grounds, then their use for data stratification would be of merit.  Lack of similar programs or insignificant statistical results are usually the reasons for not including STPs or experimental programs in the primary equation. 

If there were two equations for a particular subsystem, for example, a primary CER excluding STPs and experimental satellites and another CER for these programs, then using the primary CER to predict STPs would give inaccurate and misleading results.  Similarly, if a program had a design problem and was excluded from CER development, it should not be used to compute the correlation coefficient.  Furthermore, if a satellite doesn’t have a particular subsystem, then it should never be used to compute the correlation coefficient for the corresponding subsystem-level CER.  For example, both DMSP 5-D2 and the Fleet Satellite Communications System (FLTSATCOM) 6-8 had zero TT&C nonrecurring costs; the percentage errors for these two programs would be 100% using any CER.  If we include these two percentage errors when computing correlation coefficients, the answer would be skewed.  Therefore, we should only use the data points used to develop the CERs (rather than the entire database) to compute the corresponding correlation coefficients.

Multiplicative Error Model

Before computing correlation coefficients, we will briefly discuss the error term assumption for the USCM CERs.  It is common knowledge that Ordinary Least Squares (OLS) tends to give high weighting to extreme observations and the fixed amount of error assumption often makes a CER unusable at the low end of its data range.  Since the cost data ranges over more than one order of magnitude in the USCM database, the multiplicative error term was chosen to model both USCM7 and USCM8 CERs.

The general specification for a model with a multiplicative error is stated as
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where:



yi
= observed cost of the ith data point, i = 1 to n


f(xi,a)
= value of the hypothesized regression function at the ith data point


a
= vector of coefficients to be calibrated by the regression equation


xi
= vector of cost driver variables at the ith data point


i
= error term with mean of 1 and variance 
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Based upon the above definition of a multiplicative model, the generalized percentage error term is defined by:
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where: 
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stands for the CER predicted value for the ith data point.

This percentage error differs from the traditional percentage error in the denominator, where predicted cost instead of actual cost is used as the baseline.

Correlation Coefficient

Pearson's correlation coefficient between two sets of numbers is a measure of the linear association between these two sets. It measures the degree to which two sets of data move together in a linear manner.  A high positive correlation indicates a strong direct linear movement and a high negative correlation represents a strong inverse relationship.  Since Pearson's correlation coefficient is a more appropriate measure than Spearman’s rank correlation when summing random variables in risk modeling (see Reference 2), we will concentrate on this correlation measure.  By definition, Pearson's correlation coefficient (Pearson’s r) calculated between two sets of numbers {xi} and {yi} is given by:
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How do we use the above equation to calculate the correlation of the remaining uncertainties between two subsystem-level CERs—for example, between the electrical power supply (EPS) and ADCS CERs?  The solution is in three steps:

1. Derive the estimated cost from the CER, then

2. Compute the percentage error for each CER observation using Equation 2 for both the EPS and ADCS, and

3. Compute the correlation coefficient using Equation 3.  Here, the xi’s and yi’s are the percentage error pairs for the EPS and ADCS CERs, and 
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 are the means of the percentage errors for the EPS and ADCS CERs, respectively.  Note both
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 should be zero for the USCM CERs.

Residuals versus Percentage Errors in the Computation

A common question that arises concerning Step 2 above is “Why should we use percentage errors instead of residuals to compute the ‘remaining’ uncertainties between any two subsystems?”  If the additive error term is adopted, residuals should be considered to derive the remaining CER uncertainties.  However, the residual error is not the candidate for multiplicative models.  For simplicity, let us assume the total project T is composed of two elements, X and Y, which are hypothesized according to some USCM weight-based CERs, f and g, respectively:


T = X + Y

X = f(W)* 

Y = g(W)* (
where:  and ( are the corresponding error terms for f and g, respectively.

If the cost elements X and Y are linearly correlated with a correlation coefficient xy, then this correlation is the same as the linear correlation between the two error terms,  and (.
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The above equation follows from the fact that the correlation coefficient preserves through any linear transformation.  Therefore, the total cost variance is given by:
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It is now clear that we should consider the correlation between the CER percentage errors instead of the residuals for CERs with multiplicative error terms (see Equation 1).  

Note that Equation 5 can also be rewritten as
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COST RISK ANALYSIS

We will use Tecolote’s ACE/RI$K tool as an example to briefly explain some important aspects of risk analysis.  This risk model can address four categories of uncertainty: cost estimating, technical, schedule, and configuration, down to the lowest level WBS elements.  Group associations can also be specified among WBS elements to reflect situations where we believe two or more elements are “tied together.”  The convolution of all these risk causes defines the probability likelihood of the project.

Estimating Risk

ACE/RI$K assumes that an estimating methodology is applied to each of the lowest level cost elements of the WBS to generate the point estimate.  The common methods to derive cost estimating risk include CERs, cost-to-cost factors, analogs, engineering buildups, vendor quotes, etc.  Each method inherently provides different degrees and charac​teris​tics of uncertainty.  

If a CER is chosen to address the cost estimating uncertainty, the prediction interval (PI) concept is the proper measure for the quality of the fit.  It should be used to specify the percentage range of the risk distribution at a given confidence level.  The important property of a prediction interval is that it provides a broader bound on the distribution than would be obtained if the standard error of the regression alone were used to characterize the estimating uncertainty.  

Essentially, the prediction interval is a function of the standard error of estimate (or multiplicative error for Minimum Unbiased Percentage Error [MUPE] CERs), the sample size, the level of confidence, and the “distance" of the estimating point from the center of the database.  The prediction interval gets larger when the estimated point moves farther away from the center of the database.  Therefore, using the CER standard error alone for risk assessment will underestimate the risk associated with the point estimate unless the point estimate is very near the center of the database and the sample size is fairly large.

Schedule and Technical Risks

The overall uncertainty in a cost element does not just depend on the cost estimating uncertainty, but also on the structure of the program—for example, whether this cost item involves an ambitious schedule or technical challenges.  Both schedule and technical risks translate into time extensions necessary to complete tasks.  How time extensions relate to dollars of overrun depends on the nature of the task; this can be modeled by functional relationships when data is available.  

It is also important to realize that historical cost databases implicitly include minor schedule and technical difficulties; it is unlikely that a program is ever completed as originally planned.  Thus, cost estimates derived from historical databases already include the risk effects of some degree of schedule and technical difficulties.  

You may specify additional risk factors to reflect the unusual degree of schedule and technical difficulties in your particular project or program, but you should beware of the double-counting issue before doing so.  There are methodologies for adjusting the cost estimating distribution to account for an unrealistically tight schedule, schedule overrun, and/or technical difficulties.  ACE/RI$K models the impact of schedule and technology impacts as penalty factors that affect the distribution tail on the right end.

Configuration Risk

Configuration risk is sometimes referred to as baseline uncertainty because it consists of the program requirements and technical parameters that define the system.  It should be handled by discrete sensitivity runs if there are discrete changes made to the baselines.  Configuration risk can also be addressed stochastically in ACE/RI$K through the functional relationships by including the risk factors into the cost drivers.  For example, a contractor could design a transmitter to transmit a certain peak power and initially estimate it to weigh X pounds.  But by the time the design is completed, the weight of the transmitter could have grown by about 10 percent.  If the estimate were based upon weight at the beginning, then it would have to be revised to reflect the weight growth.

Group Association

In risk analysis, there may be situations where we believe two or more elements are “tied together.”  Related elements will often either both be on track or both experience overruns.  Other related elements may move opposite from one another.  In some cases, these relationships are known to be perfect, so the elements move together in all situa​tions.  More likely, however, these relationships are not perfect; the strength of the relationship often varies from case to case.  ACE/RI$K handles these interrelationships by using a heuristic grouping convention.  Related elements are identified in a group:  an association strength, between -1.0 and 1.0, can be specified for each member of the group.  This heuristic approach with specified association strengths generates comparable correlation coefficients for most cases. 

Simulation Process

ACE/RI$K uses Latin Hyper Cube sampling in the Monte Carlo simu​la​tion process to generate risk output.   The simulation is iterated to obtain a large enough sample size to allow the range of possible outcomes to be realized.  In each iteration, if a multiplicative CER is chosen to address the estimating uncertainty, then the point estimate (derived from the CER) is multiplied by its corresponding percentage error.  This percentage error is a value sampled from the “adjusted” cost estimating uncertainty distribution, which has taken all the other risk factors into account.  Following the sampling, these simulated costs are convolved into the aggregated cost elements in the WBS structure.

Given a large enough number of iterations, the total cost variance should follow approximately the following equation:


[image: image13.wmf]m

k

n

k

m

km

n

k

n

k

k

Total

s

s

r

s

s

å

å

å

+

=

-

=

=

+

=

1

1

1

1

2

2

2


(7)

where k, m, and km are the standard deviations of the WBS elements k and m, respectively, and the correlation between them.

HIGH CORRELATIONS BETWEEN CER UNCERTAINTIES 

IN REFERENCE 1—REVISED

We recalculated the correlation coefficients for the items identified in Reference 1 as having high correlation coefficients, i.e., Pearson’s r > 0.85, using only the data points included in the CERs for particular subsystems.  We also used percentage errors rather than residuals.  With this approach, we only found two areas of high correlation, i.e., EPS nonrecurring with TT&C nonrecurring (r = 0.84) and EPS nonrecurring with communications (COMM) nonrecurring (r = 0.8).  See Table I for details.  When testing the null hypothesis that the population correlation is 0.4 or less, this sample correlation coefficient of 0.84 is marginally significant, as the sample size is only eight (see the discussion given in the section of “Fisher’s z’ Statistic”).  The other one, 0.8, is not significant; the rest of the correlation numbers are all fairly small and insignificant, unlike those cited in Reference 1.  Tables I and II show the large differences between our analysis and Mr. Covert’s.  Table III is also provided to compare the results of Mr. Covert’s approach and our approach using both residuals and percentage errors.
Fisher’s z’ Statistic

The sampling distribution of Pearson’s r is not normally distributed unless the population correlation is fairly small, say about 0.4 or less.  Therefore, Fisher developed a transformation to convert Pearson's r to a normally distributed variable named z'. This “Fisher's z’ transformation” is given by:


z' = 0.5[ln(1 + r) - ln(1 - r)]
(8)


where ln is the natural logarithm. 

There are two important properties of the z' statistic: (1) it is approximately normal and (2) its standard deviation is given by
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where N is the sample size.  

Fisher’s z’ is used for testing the null hypothesis of Pearson’s correlation coefficient or for computing confidence intervals on the correlation. Based upon the above formula, the sample size has to be at least four.  It is also clear that the greater the sample size, the smaller the standard error and narrower the confidence interval.  

For example, let’s take the sample correlation coefficient 0.84 and N = 8 to consider the following problem: If the population correlation () between the percentage errors of EPS nonrecurring and TT&C nonrecurring were 0.4, what is the probability that a correlation (in absolute value) based on eight programs would be larger than 0.84?   Let us consider the absolute value for a two-sided test.  Here is a summary of the test:

· The first step is to convert a correlation of 0.4 to z' by Equation 8: z' = 0.424. 

· The second step is to compute the standard deviation of z’:  z’ = PRIVATE
1/(8-3)0.5 = .447

· The third step is to convert the sample correlation 0.84 to z' by Equation 8: z’ = 1.221.

· Then we compute the number of standard deviation from the mean for z’ and see if it is significant.  The value is equal to (1.221 – 0.424) / 0.447 = 1.78
  

Since it is 1.78 standard deviations away from the mean, we claim it is significant at level 7.5% by the standard normal table.

We can also construct a confidence interval for the population correlation () by converting Fisher’s z’ statistic back to r:
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where: L = z' - (z/2)(z') and U = z' + (z/2)(z').

For the above example, (0.33, 0.97) is a 95% confidence interval for the population correlation coefficient .  Note that 0.4 is within the interval.  With small sample sizes, the sample correlation coefficient can be quite different from the population value as reflected in the estimated standard deviation (see Equation 9).  

Table I: Pearson's Correlation Coefficients for USCM7 CERs by Tecolote

	
	CommNR
	TTC_NR
	EPS_NR
	ADCS_NR
	AKM_T1
	PGM_NR
	IA&T_NR
	IA&T_T1

	CommNR
	1.00
	
	
	
	
	
	
	

	TTC_NR
	-0.30
	1.00
	
	
	
	
	
	

	EPS_NR
	0.80
	0.84
	1.00
	
	
	
	
	

	ADCS_NR
	0.04
	0.70
	0.56
	1.00
	
	
	
	

	AKM_T1
	0.23
	-0.73
	-0.21
	-0.34
	1.00
	
	
	

	PGM_NR
	0.20
	0.24
	-0.04
	0.15
	0.18
	1.00
	
	

	IA&T_NR
	-0.12
	0.18
	0.23
	0.02
	-0.36
	-0.33
	1.00
	

	IA&T_T1
	0.02
	0.41
	0.12
	-0.05
	0.02
	-0.35
	0.07
	1.00

	LOOS_T1
	0.49
	-0.13
	0.24
	-0.22
	0.24
	-0.03
	0.56
	-0.45


Table II: Pearson's Correlation Coefficients for USCM7 CERs in Reference 1

	 
	CommNR
	TTC_NR
	EPS_NR
	ADCS_NR
	AKM_T1
	PGM_NR
	IA&T_NR
	IA&T_T1

	CommNR
	1.00
	
	
	
	
	
	
	

	TTC_NR
	0.85
	1.00
	
	
	
	
	
	

	EPS_NR
	0.89
	0.34
	1.00
	
	
	
	
	

	ADCS_NR
	-0.10
	0.12
	-0.04
	1.00
	
	
	
	

	AKM_T1
	0.31
	0.48
	0.01
	0.98
	1.00
	
	
	

	PGM_NR
	0.97
	0.87
	0.60
	0.01
	0.15
	1.00
	
	

	IA&T_NR
	0.88
	0.75
	0.27
	0.04
	0.39
	0.72
	1.00
	

	IA&T_T1
	0.37
	0.52
	0.34
	0.56
	0.86
	0.44
	0.50
	1.00

	LOOS_T1
	0.88
	-0.17
	0.02
	0.14
	0.29
	0.33
	0.27
	0.45


Note: With small samples, the numbers between Tables I and II differ remarkably, not only in size, but also in sign for a few cases.

Table III: High Correlations Revised

	Error 1
	Error 2
	Correlation

(Reference 1)
	% Error

Correlation

(Tecolote)
	Residual

Correlation

(Tecolote)

	AKMT1
	ADCSNR
	0.983
	-0.342
	-0.001

	PROGNR
	COMMNR
	0.966
	0.199
	-0.194

	EPSNR
	COMMNR
	0.888
	0.797
	0.919

	IATNR
	COMMNR
	0.884
	-0.124
	0.400

	LOOST1
	COMMNR
	0.884
	0.485
	0.924

	PROGNR
	TTCNR
	0.868
	0.244
	0.194

	IATT1
	AKMT1
	0.855
	0.025
	-0.205

	TTCNR
	COMMNR
	0.850
	-0.302
	-0.820


USCM8 CORRELATION COEFFICIENTS

The distribution of the sample correlation coefficients for uncertainties between the USCM8 subsystem-level CERs is somewhat bimodal (see the histogram below).  This shape is very different from the one on page 7 of Reference 1.  The sample correlation coefficients range from 

-0.925 to 0.913 with an average of 0.04, median of 0.02, and standard deviation of 0.44.  The skew factor is -0.02, which is almost zero.  The 75th percentile is 0.437 and the 25th percentile is 

-0.32.  These sample correlations seem evenly distributed over the positive and negative regions, with almost the same number of positive and negative correlations.  73% of them are between 

-0.5 and 0.5.  See the descriptive measures in Table IV for details.
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Figure 1: Histogram of Sample Correlation Coefficients for USCM8 Subsystem-Level CERs

Table IV: Descriptive Measures

	Mean
	0.0417

	Std. Dev. (Sample)
	0.4371

	RMS (Population)
	0.4354

	Median
	0.0202

	1st Quartile
	-0.3182

	3rd Quartile
	0.4373

	Skewness
	-0.0226


Looking at Table V below, there are only three sample correlations with absolute values greater than 0.85.  They are 0.90, 0.91, and -0.93 (shown in red in Table V).  The sample correlation of 0.9 is significant, but the other two numbers are not, due to the sample size.  This result indicates that the noise of the system engineering and program management (SEPM) nonrecurring CER for non-communication satellites might be correlated with the noise of the combined structure and thermal nonrecurring CER.  The data points in this category are STPs and experimental programs.  Another interesting point is that the SEPM noise term is moderately correlated with the combined structure and thermal nonrecurring CER noise term for communication satellites, with a negative correlation of -0.54.  But the overall sample correlation coefficient is 0.73 if communication and non-communication satellites are combined.

Table V.  Sample Correlation Matrix for UCSM8 Subsystem-Level CERs

	
	S/T

T1
	ADCS

T1
	EPS

T1
	TTC

T1
	COMM

T1
	IA&T

T1
	PGM

T1
	PGM

T1C
	PGM

T1NC
	S Craft

T1
	S/T

NR
	ADCS

NR
	EPS

NR
	COMM_NR
	IA&T_NR
	PGM

NR
	PGM

NrC
	PGM

NrNC

	S/T_T1
	1.00
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	ADCS_T1
	-0.30
	1.00
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	EPS_T1
	-0.23
	0.51
	1.00
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	TTC_T1
	0.05
	0.37
	-0.08
	1.00
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	COMM_T1
	0.46
	0.23
	-0.42
	0.55
	1.00
	
	
	
	
	
	
	
	
	
	
	
	
	

	IA&T_T1
	-0.07
	0.02
	0.12
	-0.01
	-0.28
	1.00
	
	
	
	
	
	
	
	
	
	
	
	

	PGM_T1
	0.44
	0.04
	0.42
	-0.25
	-0.14
	0.47
	1.00
	
	
	
	
	
	
	
	
	
	
	

	PGM_T1C
	0.00
	-0.16
	-0.29
	-0.93
	-0.13
	0.47
	NA
	1.00
	
	
	
	
	
	
	
	
	
	

	PGM_T1NC
	0.77
	0.23
	0.73
	-0.20
	NA
	NA
	NA
	NA
	1.00
	
	
	
	
	
	
	
	
	

	SCraft_T1
	0.21
	0.46
	0.43
	0.18
	-0.11
	0.75
	0.46
	-0.02
	0.65
	1.00
	
	
	
	
	
	
	
	

	S/T_NR
	-0.46
	-0.68
	-0.55
	0.62
	NA (3)
	NA
	-0.07
	NA (3)
	-0.04
	0.19
	1.00
	
	
	
	
	
	
	

	ADCS_NR
	-0.43
	0.03
	0.25
	-0.71
	-0.17
	NA
	-0.35
	NA
	-0.42
	-0.38
	0.01
	1.00
	
	
	
	
	
	

	EPS_NR
	NA (3)
	0.55
	0.64
	0.06
	-0.71
	NA
	0.45
	NA
	NA
	0.10
	NA (3)
	0.35
	1.00
	
	
	
	
	

	COMM_NR
	0.82
	-0.85
	NA (3)
	-0.43
	0.45
	NA (3)
	-0.23
	NA (3)
	NA
	0.56
	-0.24
	-0.48
	-0.64
	1.00
	
	
	
	

	IA&T_NR
	-0.39
	-0.42
	-0.10
	0.32
	NA (3)
	NA
	-0.43
	NA
	-0.49
	0.35
	0.20
	-0.40
	0.33
	-0.16
	1.00
	
	
	

	PGM_NR
	0.65
	0.06
	0.59
	0.72
	0.54
	NA
	0.25
	NA (3)
	0.25
	0.07
	0.73
	-0.02
	0.13
	-0.52
	-0.04
	1.00
	
	

	PGM_NrC
	NA
	NA
	NA
	NA
	0.54
	NA
	NA (3)
	NA (3)
	X
	NA
	-0.54
	0.91
	0.24
	-0.66
	-0.09
	X
	1.00
	

	PGM_NrNC
	NA (3)
	0.45
	NA
	0.73
	NA
	NA
	0.25
	X
	0.25
	-0.06
	0.90
	-0.41
	NA
	NA
	-0.24
	X
	X
	1.00

	SCraft_NR
	-0.77
	-0.34
	0.41
	-0.38
	-0.57
	NA
	-0.51
	NA
	-0.54
	-0.44
	0.15
	0.63
	0.43
	-0.18
	0.49
	-0.11
	NA (3)
	-0.23


Note: The cells marked with “NA(3)” denote three paired observations identified in the category, “NA” means only two observations located, and “X” means one or no observations found.  Sample correlations are meaningless in these cases.

CONCLUSIONS

Correlations in a Project

Tecolote believes that correlations between WBS elements are not discoverable through the historical database:  the CERs have already captured most of the correlations through the functional relationships specified for the WBS elements.  What we have attempted to measure are the remaining uncertainties between the CER noise terms that might lead to cost uncertainty for the entire project.  Strong correlations between cost elements in a database should not be mistaken as evidence that residuals or percentage errors of our estimating methodologies derived from the same database are correlated.  In other words, “cost correlation” is not the same as “noise correlation” when CERs are considered.

The dependencies of CER noise terms (residuals or percentage errors) in a cost risk analysis arise because of the way in which a program or project is structured or managed.  If two dependent activities are scheduled concurrently, then correlation might occur because a problem in one task may affect the other.  The greater the number of parallel paths, the more correlations involved in a project.  Similarly, activities that are all affected by a common technology difficulty or technical challenge may exhibit common cost impacts for resolving the difficulty.  These correlations (or dependencies) between the uncertainties of estimates for the WBS elements are determined by the structure of the project and are also not discoverable in the historical database.  The current study may serve to reinforce this concept.

USCM8 CER Uncertainties

We applied an analytic methodology to the USCM8 database to calculate the remaining uncertainties between the CER noise terms.  This method uses 

(1) the data points used in the CER instead of the entire database and 

(2) percentage errors instead of residuals 

to compute the correlation coefficient.  It is very important to choose the appropriate error form to analyze correlation coefficients.  Residuals should be used for additive models, and percentage errors for multiplicative models.

No discernible sample correlations are found in this analysis.  Actually, the sample correlation coefficients are predominately small:  73% of them are between -0.5 and 0.5.  The average, median, and skew factors are all very close to zero.  In this study, there are only three sample correlations identified with absolute values greater than 0.85. They are 0.90, 0.91, and 

-0.93 (shown in red in Table V).  The sample correlation of 0.9 is significant, but the other two numbers are not.  This result indicates that the noise of the SEPM nonrecurring CER for non-communication satellites might be correlated with the noise of the combined structure and thermal nonrecurring CER.  The data points in this category are STPs and experimental programs.

Based upon the analysis results, we do not need to address the correlation issue when using USCM8 subsystem-level CERs for cost risk analysis, except for the case noted above.  As for the USCM7 CERs, the high correlations listed in Reference 1 are not found with this revised approach.

Ideally, if CERs are developed properly (with respect to driver variables, model forms, error terms, etc.), the residuals or percentage errors about these CERs should be random and they should not exhibit any significant amount of correlations.  Therefore, this analytic method may serve as a cross-check to see (1) if CERs are developed properly and (2) if we need to check with the program office about the development process for certain cost elements.  
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