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ABSTRACT

The Unmanned Space Vehicle Cost Model, Eighth Edition (USCM8) cost estimating relationships (CER) have been widely used to estimate the costs of space satellites.  Their corresponding statistics are also used to model the cost estimating risk.  Tecolote published a paper last year at the 2002 SCEA symposium to assess the correlations of the CER error terms for the USCM8 subsystem-level CERs (Reference 1).  No discernible sample correlations were found in this study.

 
Recently we applied this approach to the child-level elements of the communication subsystem.   Unlike the subsystem-level CERs (whose average correlation is very close to zero), the average of the correlation coefficients for the uncertainties of the payload CERs is about 0.1.  This result is sufficiently different from zero to warrant further investigation.  Although we did additional tests to further analyze the correlation impact on the communication payload costs, the results were still insignificant and hence inconclusive.  Further data collection and analysis is suggested to assess the correlations between the uncertainties for the communication payload CERs.

 
In addition, we went into the USCM8 database to evaluate the correlations between the input parameters (i.e., the individual subsystem weight as well as other technical parameters).  We used these sample correlation coefficients (between the input variables) in both the Automated Cost Estimator (ACE) and Crystal Ball to determine if applying correlations to the weight inputs impacts the cost uncertainty at the total level.  Based upon this study, we recommend a general approach to address the correlation issue in cost risk analysis for models using USCM8 CERs.

Tecolote’s risk analysis tool, ACE/RI$K, is also discussed to aid in explaining some important aspects of risk analysis.
INTRODUCTION

Correlation assessment between work breakdown structure (WBS) elements has been a very intriguing topic in cost risk analysis.  Raymond P. Covert’s paper entitled “Correlation Coefficients for Spacecraft Subsystems from the USCM7 Database,” published at the 2001 SCEA symposium has stimulated much discussion (see Reference 2).  The USCM development team has also been considering the hypothetical correlations between these CER uncertainties:  we think correlation might be useful in capturing the total estimating uncertainty for a space vehicle.

If CERs are used as cost estimating methodologies, then most of the “functional correlations” (relationships between cost elements from the hypothesized equations) in the WBS are already captured by these equations.  So the issue is, are there any remaining uncertainties (after factoring out CERs) that are still significant to the risk outcome?  If so, then we need to address these remaining correlations in the cost risk analysis.

We applied an analytic methodology to the USCM8 database to calculate the remaining uncertainties between the CER noise terms.  This method uses the data points used in the CER instead of the entire database, and percentage errors instead of residuals, to compute Pearson’s correlation coefficients.  As discussed in Reference 1, we did not find any discernible sample correlations when analyzing the error terms for the USCM8 subsystem-level CERs.  Actually, the sample correlation coefficients are predominately small:  73% of them are between -0.5 and 0.5.  The average, median, and skew factors are all very close to zero.  (See Reference 1 for details.)  We also revisited the high correlation coefficients noted in Reference 2.  None of the high correlation coefficients cited in Mr. Covert’s paper were found with this revised method.  
We then applied the same method to the child-level elements of the communication subsystem.  Unlike the subsystem-level CERs, the average of the correlation coefficients for the uncertainties of the payload CERs is about 0.1.  This result is sufficiently different from zero to warrant further investigation.  Although we did additional tests to further analyze the correlation impact on the communication payload costs, the results were inconclusive due to sample size.  In short, we did not find any significant sample correlation coefficients to be applied to the error terms of the USCM8 subsystem-level CERs nor to the suite-level CERs under the communication payload.  So besides using CERs do we need to model any correlations when estimating the total uncertainty of a space vehicle? 

Our final step was to analyze the correlation coefficient of the CER inputs, such as the weight variables, as well as other technical parameters in the USCM8 database, in an effort to address the correlation issue.  This approach deals with the configuration risk stochastically (by applying probability distributions to the input variables) and examines whether it impacts the total risk factors. 
TOPIC SUMMARY

In the following sections we will address these topics:

· Ground Rules for Computing Weight Correlation Coefficients

· Cost Risk Analysis

· USCM8 Correlation Coefficients for Weight Variables

· USCM8 Correlation Coefficients for Communication Payload CERs

· Conclusions

GROUND RULES FOR COMPUTING WEIGHT CORRELATION COEFFICIENTS

The key question when analyzing weight versus weight correlation coefficients (i.e., paired observations) is “How should we apply the correlation formula to the data points?”  Our goal is to obtain a consistent set of weight data points suitable for correlation analysis.

Data Point Selection for Computing Weight Correlations

In Reference 1, we calculated the correlation of the error terms only for the points used in the CERs rather than for the entire database.  In this study, however, we did not choose the CER data points to analyze the weight versus weight correlations.  The weight variable is an equipment parameter, which is influenced by design decisions and hence does not behave the same as the cost elements.  So we used the entire database in the computation with only the following exceptions:  Space Test Programs (STP), experimental, and scientific programs were excluded from the analysis.  The reasons for excluding these are explained below.

The USCM database consists of military, National Aeronautics and Space Administration (NASA), and commercial satellite programs.  From the seventh edition, published in August 1994, to the eighth edition, published in September 2001, the model's database grew from 24 to 44 satellite programs.  P78-1, P78-2, P72-2, and S3 are identified as STPs.  They are characterized by a smaller physical size, maximum use of existing hardware, and a smaller business base.  The design life for the STP vehicles is also very short, from 6 to 18 months.  Typically the nonrecurring costs for these programs do not represent a full-up design effort, and the recurring costs do not represent a full-up manufacturing effort.

The Atmospheric Explorer (AE), the Orbiting Solar Observatory (OSO), and the Combined Release and Radiation Effects Satellite (CRRES) were considered as experimental satellites.  In some cases, the costs for these programs appeared to behave similarly to STPs, so we developed a separate CER for estimating STPs and experimental programs.  

The Advanced X-ray Astrophysics Facility (AXAF), the Gamma Ray Observatory (GRO), and the Support System Module (SSM) were classified as scientific satellites.  These programs are physically large and heavy and the Space Shuttle was the selected method of delivering the satellites into orbit.  Compared to the remainder of the USCM8 programs, they are more complex in scope and effort, and experienced far more programmatic issues than others.  When incorporating one or more of these programs into a CER, one of the criteria was to extend the range of the methodology without having a significant impact on the statistics or equation.  

Therefore, STPs, scientific, and experimental programs were all eliminated from the weight correlation analysis for the purpose of avoiding the impact on the sample correlation by programs with extreme weights (either heavy or light).  In addition, most of STPs and experimental programs are outdated. 
Correlation Coefficient

Pearson's correlation coefficient between two sets of numbers is a measure of the linear association between these two sets. It measures the degree to which two sets of data move together in a linear manner.  A high positive correlation indicates a strong direct linear movement and a high negative correlation represents a strong inverse relationship.  Since Pearson's correlation coefficient is a more appropriate measure than Spearman’s rank order correlation when summing random variables in risk modeling (see Reference 3), we will concentrate on this correlation measure.  By definition, Pearson's correlation coefficient (Pearson’s r) calculated between two sets of numbers {xi} and {yi} is given by
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Here, the xi’s and yi’s are the subsystem weights and 
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 are the means of the subsystem weights.

COST RISK ANALYSIS

We will use Tecolote’s ACE/RI$K tool as an example to briefly explain some important aspects of risk analysis.  This risk model can address five categories of uncertainty: cost estimating (for cost methods), technical, schedule, configuration (for cost drivers), and correlation at the lowest level WBS elements.  Correlation is achieved through Group associations, which can be specified among WBS cost elements or cost drivers to reflect situations where we believe two or more elements are “tied together” but not reflected in the CERs.  The convolution of all these sources of risk defines the cost uncertainty of the project.  It is a popular misconception that ACE reports the most likely cost, but this is not so.  ACE reports the point estimate and allows the user to layer risk assumptions on it.

Cost Estimating Risk

ACE/RI$K requires an estimating methodology to be applied to each of the lowest level WBS cost elements to generate the point estimate.  ACE will automatically sum up through the hierarchy to produce the point estimate at the aggregate level.  The common methods to derive cost estimating at the lowest level of WBS include CERs, cost-to-cost factors, analogs, engineering buildups, vendor quotes, etc.  Each method inherently provides different degrees and charac​teris​tics of uncertainty.  

If a cost estimate is based upon a CER, the prediction interval (PI) concept is the proper measure for the quality of the prediction.  It should be used to specify the percentage range of the risk distribution of the estimated point at a given confidence level.  The important property of a prediction interval is that it provides a broader bound on the distribution than would be obtained if the standard error of the regression alone were used to characterize the estimating uncertainty.  

The prediction interval is a function of the standard error of estimate (or multiplicative error for Minimum Unbiased Percentage Error [MUPE] CERs), the sample size, the level of confidence, and the “distance" of the estimating point from the center of the database used to generate the CER.  The prediction interval gets larger when the estimated point moves farther away from the center of the database.  Therefore, using the CER standard error alone for risk assessment may significantly underestimate the risk associated with the point estimate unless the point estimate is very near the center of the database and the sample size is fairly large.

Schedule and Technical Risks

The overall uncertainty in a cost element does not just depend on the cost estimating or cost driver uncertainty, but also on the structure of the program—for example, whether this cost item involves an ambitious schedule or technical challenges.  Both schedule and technical risks often translate into time extensions necessary to complete tasks.  How time extensions relate to dollars of overrun depends on the nature of the task; this can be modeled by functional relationships when data is available.  

It is also important to realize that historical cost databases implicitly include minor schedule and technical difficulties; it is unlikely that a program is ever completed as originally planned.  Thus, cost estimates derived from historical databases already include the risk effects, to some degree, of schedule and technical difficulties.  

You may specify additional risk factors to reflect the unusual degree of schedule and technical difficulties in your particular project or program, but you should beware of the double-counting issue before doing so.  There are methodologies for adjusting the cost estimating distribution to account for an unrealistically tight schedule, schedule overrun, and/or technical difficulties.  ACE/RI$K models the impact of schedule and technology impacts as penalty factors that affect the distribution tail on the right end.

Configuration Risk

Configuration risk is sometimes referred to as baseline uncertainty because it refers to the program requirements and technical parameters that define the system.  It should be handled by discrete sensitivity runs if there are discrete changes made to the baselines.  For example, the number of channels should not be modeled as a continuous variable because it cannot be in fraction (e.g., 4.7 is not feasible).  Configuration risk can also be addressed stochastically in ACE/RI$K through the functional relationships by applying the risk distributions to the cost drivers.  For example, a contractor could design a transmitter to transmit a certain peak power and initially estimate it to weigh X pounds.  But by the time the design is completed, the weight of the transmitter could have grown by about 10 percent.  If the estimate were based upon weight at the beginning, then it would have to be revised to reflect the weight growth.

Group Association

In risk analysis, there may be situations where we believe two or more elements are “tied together.”  Related elements will often either both be on track or both experience overruns.  Material costs for elements constructed of the same material could be highly correlated if there is uncertainty associated with the material price.  Other related elements may move oppositely from one another.  In some cases, these relationships are known to be perfect, so the elements move together in all situations.  More likely, however, these relationships are not perfect; the strength of the relationship often varies from case to case.  

ACE/RI$K handles these interrelationships by using a grouping convention.  Instead of asking the user to enter a full correlation matrix of the WBS elements, ACE only allows the user to specify a vector of pairwise correlations within a specific group.  Related elements are identified in a group:  a correlation, between -1.0 and 1.0, can be specified for each member of the group such that the strength is relative to a dominant item for the group.  The user may specify several groups, but no one element can be in multiple groups.  This simplified approach ensures a consistent correlation matrix, which does not require extra testing and/or modification for consistency.  Tecolote has published results showing this approach generates the desired correlation coefficients for most cases.  See Reference 4 or Reference 8 for detailed information on how to define correlations within the ACE model.

Simulation Process

ACE/RI$K uses Latin Hyper Cube sampling in the Monte Carlo simulation process to generate risk results.   The simulation is iterated to obtain a large enough sample size to allow the range of possible outcomes to be realized.  In each iteration, if a CER’s statistics are chosen to address the cost estimating uncertainty, then the point estimate (derived from the CER) is multiplied by its corresponding error.  This error is a value sampled from the “adjusted” cost estimating uncertainty distribution, which has taken all the other risk factors into account.  Following the sampling, these simulated costs are convolved into the aggregated cost elements in the WBS structure.

Given a large number of iterations, the total cost variance should follow approximately the following equation:
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where k, m, and km are the standard deviations of the WBS elements k and m, respectively, and the correlation between them.

USCM8 CORRELATION COEFFICIENTS FOR WEIGHT VARIABLES

We identified two separate groups when analyzing the weight correlations:  one group consists of the subsystem weights in the spacecraft (i.e., bus) and the other consists of the suite weights under the communication payload.  The inter-correlations between these two groups are fairly minimal, so we did not combine them into one group for this analysis.

Bus Group

The distribution of the sample correlation coefficients for the subsystem weights is skewed left (see the histogram below).  The sample correlation coefficients range from 0.001 to 0.93 with an average of 0.56, median of 0.64, and standard deviation of 0.29.  The skew factor is -0.58, which is clearly skewed left.  The 75th percentile is 0.82 and the 25th percentile is 0.32.  All of these sample correlations are positive, and 64% of them are between 0.5 and 0.93.  See the descriptive measures in Table 1 for details.
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Figure 1: Histogram of Sample Correlation Coefficients for Subsystem Weights
Table 1: Descriptive Measures

	Sample Size
	28

	Mean
	0.559

	Std. Dev. (Sample)
	0.290

	RMS (Population)
	0.285

	Median
	0.643

	1st Quartile
	0.319

	3rd Quartile
	0.820

	Skewness
	-0.580


Payload Group

The distribution of the sample correlation coefficients for the suite weights in the COMM payload is also skewed left (see the histogram below).  The sample correlation coefficients range from -0.198 to 0.935 with an average of 0.435, median of 0.5, and standard deviation of 0.32.  The skew factor is -0.59, which is clearly skewed left.  The 75th percentile is 0.72 and the 25th percentile is 0.27.  Only five of these sample correlations are negative, and 50% of them are between 0.5 and 0.935.  See the descriptive measures in Table 2 for details.
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Figure 2: Histogram of Sample Correlation Coefficients for Payload Suite Weights

Table 2: Descriptive Measures

	Sample Size
	35

	Mean
	0.435

	Std. Dev. (Sample)
	0.323

	RMS (Population)
	0.318

	Median
	0.500

	1st Quartile
	0.268

	3rd Quartile
	0.719

	Skewness
	-0.590


Weight Correlation Matrices for Bus and Payload Groups

Table 3: Sample Correlation Matrix for UCSM8 Subsystem Weights
[image: image7.emf]Struct_Wt Therm_Wt ADCS_Wt EPS_Wt TTC_Wt BOLP RCS_Wt SCraft_Wt

Struct_Wt 1.00 0.82

Therm_Wt 0.25 1.00 0.21

ADCS_Wt 0.85 0.00 1.00 0.86

EPS_Wt 0.82 0.21 0.86 1.00

TTC_Wt 0.66 0.34 0.51 0.74 1.00

BOLP 0.24 0.60 0.03 0.82 0.31 1.00

RCS_Wt 0.82 0.00 0.72 0.80 0.48 0.69 1.00

SCraft_Wt 0.90 0.38 0.63 0.93 0.70 0.51 0.85 1.00


1. The sample correlation coefficients flagged red are significant at the 5% level.

2. The Electrical Power Supply (EPS) subsystem weight is chosen as a dominant element in the bus group because its average sample correlation is larger than the others.

3. The communication (COMM) subsystem weight is not correlated with other subsystem weights, except for the weight of the Telemetry, Tracking, and Command (TT&C) subsystem at 0.60, so it is not listed in Table 3.

4. The thermal subsystem weight is not significantly correlated with other subsystem weights except for the variable of beginning-of-life power (BOLP), so it is not included in the group for analysis.  Here BOLP is included in with other subsystem weights for the pairwise correlation analysis.

Table 4: Sample Correlation Matrix for UCSM8 Payload Suite Weights

[image: image8.emf]COMM_WT XMTR_WT RCVR_WT EXC_WT Xpondr_WT DE_WT ANTNA_WT ANT_U_WT

COMM_WT

1.00

XMTR_WT 0.40

1.00

RCVR_WT 0.72 0.27

1.00

EXC_WT 0.72 -0.17 0.64

1.00

Xpondr_WT 0.59 0.80 0.46 NA

1.00

DE_WT 0.82 -0.10 0.41 0.50 -0.20

1.00

ANTNA_WT 0.93 0.14 0.59 0.35 0.78 0.85

1.00

ANT_U_WT 0.65 0.36 0.48 -0.13 0.56 0.01 0.74

1.00

RF_WT 0.62 0.52 0.33 -0.16 0.14 0.31 0.55 0.75


1. The sample correlation coefficients flagged red are significant at the 5% level.  The ones in orange are only marginally significant.

2. The COMM subsystem weight is chosen as a dominant item in the payload group.

3. The COMM subsystem weight is used as the weight variable in the RF Distribution T1 CER.

4. The sample correlation between transmitter and transponder subsystem weights is 0.8 (filled with gray), but it is not significant, as it is computed based upon four data points only.

The cell marked “NA” denotes only two paired observations located. 

5. The Impact of Weight Correlation on Total Satellite Cost

We applied the two weight correlation matrices above to a sample test session for estimating the cost of a space vehicle.  We used both ACE and Crystal Ball to test whether the weight correlation impacts uncertainty at the total level.

The WBS of this sample test session to estimate both recurring and nonrecurring cost of a space vehicle is given by the following:
Total Estimate

    Nonrecurring Total Space Vehicle (Less SW)

        Total Space Vehicle less Program Level

            Integration, Assembly, & Test (IA&T)

            Spacecraft

                Structure/Thermal

                Attitude Determination Control System (ADCS)

                Electrical Power Supply (EPS)

                Telemetry, Tracking, and Control (TT&C)

                Propulsion (Propellant RCS - No AKM)

            Communications Payload

                Transmitter

                Receiver

                Exciter

                Digital Electronics (Signal/Data Processor)

                Antennas

                RF Distribution

        Program Level

    Aerospace Ground Equipment (AGE)

    Recurring Total Space Vehicle (Less SW)

        Total Space Vehicle less Program Level

            Integration, Assembly, & Test (IA&T)

            Spacecraft

                Structure/Thermal

                Attitude Determination Control System (ADCS)

                Electrical Power Supply (EPS)

                Telemetry, Tracking, and Control (TT&C)

                Propulsion (Propellant RCS - No AKM)

            Communications Payload

                Transmitter

                Receiver

                Exciter

                Digital Electronics (Signal/Data Processor)

                Antennas

                RF Distribution

        Program Level

    Launch and Orbital Operations Support (LOOS) 

The USCM8 subsystem-level CERs were specified to the WBS elements of the spacecraft and the suite-level CERs were given to the cost elements under the communication payload.  Their corresponding statistics for estimating the prediction intervals were also used to quantify the cost estimating risk.  We introduced correlations into this risk session by specifying the sample correlations among the weight variables and BOLP.  We specified two correlation groups in ACE using the significant sample correlations: one is for the bus and the other for the communication payload, as highlighted in blue in the correlation matrices (Table 3 and Table 4 on page 9).  (For simplicity purposes, the schedule and technical risks were not considered in this sample session.)  

Table 5: Bus Group

	Bus Group
	Correlation

	Structure Weight
	0.82

	ADCS Weight
	0.86

	EPS Weight
	Dominant

	TT&C Weight
	0.74

	RCS Weight
	0.80

	BOLP
	0.82


Table 6: Payload Group
	Payload Group
	Correlation

	COMM Weight
	Dominant

	Receiver Weight
	0.72

	Exciter Weight
	0.72

	Digital Electronics Weight
	0.82

	Antenna Weight
	0.93

	Antenna Unique Weight
	0.65

	RF Distribution Weight
	0.62


In addition, we specified the triangular distribution for the weight variables and BOLP:  three default triangular distributions in ACE were chosen to model the distribution of the input variables.  The “Medium-Center” triangular distribution is symmetrical around the mode with a 61% error band (Spread: Medium, Skew: Center).  The “Low-Center” triangular distribution is symmetrical around the mode with a smaller dispersion: the high end is 137% of the mode and the low end is 63% of the mode (Spread: Low, Skew: Center).  The “High-Right” triangular distribution is right skewed: the high end is 229% of the mode and the low end is 57% of the mode (Spread: High, Skew: Right).  (See Reference 4 for the default distributions used in ACE.)

The same specifications were given in Crystal Ball as well.  The test results are given below by 10,000 iterations.

Table 7: ACE/RISK Results (Percentiles and Risk Statistics)

[image: image9.emf]CASE A: Spread Skew

Weight Distributions High Right

WO Weight Correlations PE Mean Sd 10th 30th 50th 70th 90th

Costs $M 470.0           576.7           90.7             465.0           525.6           569.0           619.2           697.9          

Risk Factors (xth - PE) / PE

22.7% -1.1% 11.8%

21.1%

31.7% 48.5%

Range (10th ~ 90th) = 

49.5%

of PE 15.7%

With Weight Correlations PE Mean Sd 10th 30th 50th 70th 90th

Costs $M 470.0           577.0           106.1           448.6           515.3           567.4           626.5           718.8          

Risk Factors (xth - PE) / PE

22.8% -4.6% 9.6%

20.7%

33.3% 52.9%

Correl Impact on Risk Factor

0.1% 18.4%

-3.5%

-2.2% -0.3% 1.5%

4.4%

Range (10th ~ 90th) = 

57.5%

of PE 0.0%

CASE B: Spread Skew

Weight Distributions Medium Center

WO Weight Correlations PE Mean Sd 10th 30th 50th 70th 90th

Costs $M 470.0           481.2           71.0             392.5           441.3           477.0           516.1           575.2          

Risk Factors (xth - PE) / PE

2.4% -16.5% -6.1%

1.5%

9.8% 22.4%

Range (10th ~ 90th) = 

38.9%

of PE 14.8%

With Weight Correlations PE Mean Sd 10th 30th 50th 70th 90th

Costs $M 470.0           481.5           81.0             380.7           435.1           476.8           520.6           587.1          

Risk Factors (xth - PE) / PE

2.4% -19.0% -7.4%

1.4%

10.8% 24.9%

Correl Impact on Risk Factor

0.1% 16.8%

-2.5%

-1.3% -0.1% 1.0%

2.5%

Range (10th ~ 90th) = 

43.9%

of PE

CASE C: Spread Skew

Weight Distributions Low Center

WO Weight Correlations PE Mean Sd 10th 30th 50th 70th 90th

Costs $M 470.0           482.1           64.2             401.9           447.0           479.2           513.8           565.9          

Risk Factors (xth - PE) / PE

2.6% -14.5% -4.9%

2.0%

9.3% 20.4%

Range (10th ~ 90th) = 

34.9%

of PE 13.3%

With Weight Correlations PE Mean Sd 10th 30th 50th 70th 90th

Costs $M 470.0           482.2           68.6             396.6           444.1           478.5           515.9           572.2          

Risk Factors (xth - PE) / PE

2.6% -15.6% -5.5%

1.8%

9.8% 21.7%

Correl Impact on Risk Factor

0.0% 14.2%

-1.1%

-0.6% -0.1% 0.4%

1.3%

Range (10th ~ 90th) = 

37.4%

of PE


Note the impact of the weight correlation becomes noticeable when the dispersion of the weight variable increases.  The 10th to 90th percentile range will be increased by about 8 percent (compared to the point estimate) when the input distribution is specified as High Spread (see Case A).  The 10th to 90th percentile range will be increased by 5 percent when the input distribution is specified as Medium spread.   But the increase of this range will be very minimal if the dispersion of the input variable is specified as Low.

Table 8: Crystal Ball Results (Percentiles and Risk Statistics)
[image: image10.emf]CASE A: Spread Skew

Weight Distributions High Right

WO Weight Correlations PE Mean Sd 10th 30th 50th 70th 90th

Costs $M 470.0        577.5        91.7          462.5        524.6        571.7        621.6        697.0       

Risk Factors (xth - PE) / PE

22.9% -1.6% 11.6%

21.6%

32.2% 48.3%

Range (10th ~ 90th) = 

49.9%

of PE

With Weight Correlations PE Mean Sd 10th 30th 50th 70th 90th

Costs $M 470.0        577.2        105.4        448.2        515.4        567.7        626.0        719.5       

Risk Factors (xth - PE) / PE

22.8% -4.6% 9.6%

20.8%

33.2% 53.1%

Correl Impact on Risk Factor

-0.1%

-3.0%

-2.0% -0.9% 0.9%

4.8%

Range (10th ~ 90th) = 

57.7%

of PE

CASE B: Spread Skew

Weight Distributions Medium Center

WO Weight Correlations PE Mean Sd 10th 30th 50th 70th 90th

Costs $M 470.0        481.9        71.7          390.8        441.6        478.3        517.6        575.5       

Risk Factors (xth - PE) / PE

2.5% -16.9% -6.0%

1.8%

10.1% 22.4%

Range (10th ~ 90th) = 

39.3%

of PE

With Weight Correlations PE Mean Sd 10th 30th 50th 70th 90th

Costs $M 470.0        481.6        80.6          380.5        436.2        476.5        521.1        590.0       

Risk Factors (xth - PE) / PE

2.5% -19.1% -7.2%

1.4%

10.9% 25.5%

Correl Impact on Risk Factor

-0.1%

-2.2%

-1.1% -0.4% 0.7%

3.1%

Range (10th ~ 90th) = 

44.6%

of PE

CASE C: Spread Skew

Weight Distributions Low Center

WO Weight Correlations PE Mean Sd 10th 30th 50th 70th 90th

Costs $M 470.0        482.7 65.0 400.1 446.9 480.2 516.0 567.2

Risk Factors (xth - PE) / PE

2.7% -14.9% -4.9%

2.2%

9.8% 20.7%

Range (10th ~ 90th) = 

35.5%

of PE

With Weight Correlations PE Mean Sd 10th 30th 50th 70th 90th

Costs $M 470.0        482.6 68.4 396.4 444.4 479.2 516.7 572.8

Risk Factors (xth - PE) / PE

2.7% -15.7% -5.5%

1.9%

9.9% 21.9%

Correl Impact on Risk Factor

0.0%

-0.8%

-0.5% -0.2% 0.1%

1.2%

Range (10th ~ 90th) = 

37.5%

of PE


The mean, standard deviation, and percentiles between Table 7 and Table 8 are very close.   The impacts of weight correlations are also very similar between these two tables.  Two extra excursions were also explored in Crystal Ball.  One test used the entire correlation matrices, Table 3 and Table 4.  The other used the significant correlations as shown in red in Table 3 and Table 4.  The test results are similar to the table above.

USCM8 CORRELATION COEFFICIENTS FOR COMMUNICATION PAYLOAD CERS

As in Reference 1, percentage errors were chosen to analyze the correlations for the uncertainties between the USCM8 communication payload CERs.  The distribution of the sample correlation coefficients for uncertainties is slightly skewed left (see the histogram below).  This shape is somewhat different from the one for USCM8 subsystem-level CERs.  (For comparison purpose, the histogram of USCM8 subsystem-level CERs is also listed on the next page.)  The sample correlation coefficients range from -0.82 to 0.86 with an average of 0.095, median of 0.17, and standard deviation of 0.45.  The skew factor is -0.16, which is skewed left.  The 75th percentile is 0.46 and the 25th percentile is -0.17.  Fifty-eight percent of these sample correlations are positive, and 69% of them are between -0.5 and 0.5.  See the descriptive measures in Table 9 for details.
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Figure 3: Histogram of Sample Correlation Coefficients for USCM8 COMM Payload CERs

Table 9: Descriptive Measures

	Sample Size
	45

	Mean
	0.0945

	Std. Dev. (Sample)
	0.451

	RMS (Population)
	0.446

	Median
	0.166

	1st Quartile
	-0.174

	3rd Quartile
	0.459

	Skewness
	-0.157


In the Correlation Matrix, Table 11 on page 17, there is only one sample correlation with absolute value greater than 0.85, which is 0.86 (shown in red).  However, it is insignificant due to the sample size.  This result indicates that we cannot conclude the noise of the RF distribution nonrecurring CER is correlated with the noise of the transponder T1 CER.  The data points in this category are Global Positioning System (GPS) IIR, Geostationary Operational Environmental Satellite (GOES) 8-12, Milstar Medium Data Rate (MDR), and Milstar Crosslink.

A total of 45 sample correlation coefficients were used in this study for the COMM payload CERs.  Although none of them were found statistically significant, the average of the sample correlation coefficients for the COMM payload CERs is about 0.1. This result is sufficiently different from zero to warrant further investigation.  We then entered the entire correlation matrix (Table 11) into Crystal Ball to examine whether this correlation matrix would impact the total project cost.  As a crosscheck, we also used a Beta curve to approximate the total cost analytically. But both analysis results were inconclusive, as they showed no significant results at the total level.

Figure 4 and Table 10 show the results of analyzing the correlations of the uncertainties for the USCM8 subsystem-level CERs (Reference 1) and they are presented here for comparison.
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Figure 4: Histogram of Sample Correlation Coefficients for USCM8 Subsystem-Level CERs

Table 10: Descriptive Measures

	Mean
	0.0417

	Std. Dev. (Sample)
	0.4371

	RMS (Population)
	0.4354

	Median
	0.0202

	1st Quartile
	-0.3182

	3rd Quartile
	0.4373

	Skewness
	-0.0226


Table 11: Sample Correlation Matrix for UCSM8 Communication Payload CERs
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COMM_T1

XMTR_T1

1.00

RCVR_T1 0.45

1.00

EXTR_T1 0.39 -0.82

1.00

XPONDR_T1 NA X NA

1.00

DE_T1 0.49 0.61 -0.14 NA (3)

1.00

ANTNA_T1 0.47 0.55 0.25 -0.15 0.17

1.00

RF_T1 0.27 0.28 0.19 NA 0.79 0.40

1.00

XMTR_NR -0.13 -0.13 NA (3) NA NA -0.70 -0.41

1.00

RCVR_NR 0.65 0.41 NA NA (3) 0.60 0.09 0.30 NA

1.00

EXTR_NR 0.00 -0.30 NA (3) X -0.73 -0.14 -0.53 X NA (3)

1.00

DE_NR -0.63 -0.42 NA (3) NA (3) 0.03 0.17 -0.16 NA 0.80 0.847

1.00

ANTNA_NR NA NA (3) NA NA 0.57 0.21 NA (3) X -0.26 -0.18 -0.15

1.00

RF_NR NA X X NA (3) NA (3) 0.86 NA X -0.41 X -0.17 NA


NOTE: The cells marked with “NA(3)” denote three paired observations identified in the category, “NA” means only two observations located, and “X” means one or no observations found.  Sample correlations are meaningless in these cases.

CONCLUSIONS 

Correlations in a Project

Tecolote believes that correlations between WBS cost elements are not easily discoverable through the historical database:  the CERs have already captured most of the correlations through the functional relationships specified for the WBS elements.  What we have attempted to measure are the remaining uncertainties between the CER noise terms that might lead to cost uncertainty for the entire project.  Strong correlations between cost elements in a database should not be mistaken as evidence that residuals or percentage errors of our estimating methodologies derived from the same database are correlated.  In other words, “cost correlation” is not the same as “noise correlation” when CERs are considered.

The dependencies of CER noise terms (residuals or percentage errors) in a cost risk analysis arise because of the way in which a program or project is structured or managed.  If two dependent activities are scheduled concurrently, then correlation might occur because a problem in one task may affect the other.  The greater the number of parallel paths, the more correlations involved in a project.  Similarly, activities that are all affected by a common technology difficulty or technical challenge may exhibit common cost impacts for resolving the difficulty.  These correlations (or dependencies) between the uncertainties of estimates for the WBS elements are determined by the structure of the project and are also difficult to discover in the historical database.  

Based upon the current study and Reference 1, we do not need to assess correlations for the WBS cost elements when using USCM8 subsystem-level and COMM suite-level CERs because no significant sample correlations were found.  (This analysis result may serve to reinforce the above concept.)  So besides using CERs how do we address the correlation issue when estimating the total uncertainty of a space vehicle?  The answer is to correlate the input variables, such as weight parameters and other technical variables, as long as the relationships are founded on good logic and solid technical ground. 

USCM8 Correlation Coefficients for the Subsystem Weights

We examined the USCM8 database to analyze weight versus weight correlations and identified two correlation matrices: one is for the spacecraft and the other for the COMM payload.  There were 18 significant sample correlations in the bus correlation matrix and 10 significant ones in the payload.  

From an engineer’s point of view, if an estimate at the beginning of a project were based upon the weight, it would have to be revised to reflect the end of design weight.  This is due to the fact that the weight parameters as well as BOLP may undergo more or less random changes during the course of the project.  In addition, the input variables are typically highly inter-correlated.  For example, the weight of the structure is directly related to the weight of all components supported by the structure.  There fore, it is logical to specify the risk distributions as well as correlations for the input variables in the risk session for estimating the cost of a space vehicle.  The specification of risk and correlation among the input parameters further broadens the dispersion of the total project cost.  The wider the dispersion of the input variables, the stronger the impact of weight correlations on the upper and lower percentiles of the total satellite cost.  Risk analysts may also experience some minor inter-correlation between the WBS cost elements due to the introduction of correlations to the input parameters.

USCM8 Correlation Coefficients for Communication Payload CERs

No discernible sample correlations were found in this analysis.  Actually, the sample correlation coefficients are predominately small:  69% of them are between -0.5 and 0.5.  In this study, there is only one sample correlation identified with absolute value greater than 0.85, which is 0.86 (shown in red in Table 11).   However, it is insignificant due to the sample size.

A total of 45 sample correlation coefficients were examined in this study.  Although none of them were found to be statistically different from zero, the average of the sample correlation coefficients for the COMM payload CERs is about 0.1 (see Table 9).  This result is sufficiently different from zero to warrant further investigation.  Although we did additional tests using Crystal Ball and the Beta curve approximation method to further analyze the correlation impact on the COMM payload costs, the results were still insignificant and hence inconclusive. Further data collection is indicated to assess the correlations between the uncertainties for the communication payload CERs.
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